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Abstract. Throughout the years, a lot of interest has been given to al-
gorithmic trading, due to development of the stock market and provided
securities. In the field of algorithmic trading, genetic programming (GP)
is a very popular algorithm, due to its ability to produce white-box mod-
els, effective global search, and good exploration and exploitation. In this
paper, we propose a novel GP algorithm to combine the features of two
financial techniques. Firstly, technical analysis that studies the financial
market action by looking into past market data. Secondly, sentiment
analysis, which is used to determine the sentiment strength from a text
in order to decide its implication in the stock market. Both techniques
create indicators that are used as inputs in machine learning algorithms,
with both showing in past studies the ability to return profitable trading
strategies. However, these techniques are rarely used together. Thus, we
examine the advantages when combining technical and sentiment anal-
ysis indicators under a GP, allowing trees to contain technical and/or
sentiment analysis features in the same branch. We run experiments on
60 different stocks and compare the proposed algorithm’s performance to
two other GP algorithms, namely a GP that uses only technical analysis
features (GP-TA), and a GP that uses only sentiment analysis features
(GP-SA). Results show that the GP using the combined features statis-
tically outperforms GP-TA and GP-SA under several different financial
metrics, as well as the financial benchmark of buy and hold.

Keywords: Technical Analysis, Sentiment Analysis, Genetic Program-
ming, Algorithmic Trading.

1 Introduction

Algorithmic trading has gotten much attention in the most recent years with
a surge of services in the sector, and relevant research using machine learning.
Genetic programming (GP) has been very popular in the field of finance and
in particular in algorithmic trading [3], due to its ability to generate white-box
models and perform good exploration and exploitation of the search space. It
has been particularly popular with technical analysis (TA), which looks into
historical data and creates features for future trend prediction in the market.



Another technique that has recently been receiving popularity in financial mar-
kets is sentiment analysis (SA), which uses its own indicators that determine the
sentiment strength of market participants towards a particular security.

While both TA and SA have been used individually, there are very few studies
that have combined these two techniques. Since both TA and SA can perform well
on their own, there is a high possibility of creating powerful algorithmic trading
models by combining these two techniques. Thus, in this paper, we propose using
a novel GP algorithm that takes into account features from both TA and SA.
As mentioned above, GP algorithms have been popular with TA; on the other
hand, they have not been used with SA, with the exception of [5]. Allowing the
GP to combine features from both techniques (GP-SATA) will not only consider
past price trends, but also the current sentiment in the market. Our aim is to
showcase that GP-SATA can effectively search the combined search space and
return solutions that outperform GP-SA and GP-TA. To achieve this, we run
experiments on 5-year data from 60 international stocks, and we compare the
performance of the GP algorithms.

The rest of the paper is organised as follows: firstly, we discuss related work
in Section 2. Then we present the proposed methodology in Section 3, along with
the experimental setup in Section 4. Lastly, we present and discuss the results
of our experiments in Section 5, followed by the conclusion in Section 6.

2 Related Work

Studies in algorithmic trading with TA features include the work in [15], using
neural network architectures. In [16] the authors imported TA features into a
long-short term memory (LSTM) model, to predict future stock price trends. For
hybrid models, the authors in [11] created a LSTM-CNN model which outper-
formed the single models in predicting stock prices and in [6] they suggested a
systematic method to find the time window size and topology for the LSTM net-
work using EA. For algorithmic trading with GP, one of the first papers is [13],
where the GP outperformed commonly used, non-adaptive technical rules. Like-
wise, same findings were produced in later papers, too, e.g., see [8—10]. As we see
in [2] and [3], GP has the ability to evolve the trading strategies, create solutions
enduring extreme market conditions and optimise solution parameters.

For SA, a significant paper is written by [12], who utilised neural networks
and improved the predictive ability of multivariate models using newspaper head-
lines. In addition, [22] used support vector machines (SVM) with tree kernels and
semantic frame parses to generalise from sentences to scenarios. Moreover, [7]
used news into a deep CNN model and managed to generate an event-driven
stock model. In [5] the authors have compared TA and SA features in the same
GP structure; showing the financial profitability of SA features.

For the combination of the analyses, [20] employed event knowledge and
information of companies to create a specific scenario. [18] used DNNs for stock
movement forecasting, deploying historical prices and financial news, improving
their model’s accuracy. [21], also, produced an important study, by using news



from Reuters on the S&P500 index in a RNN and CNN hybrid model; predicting
the price and intraday directional movement. However, it should be mentioned
that the above papers tend to form the exception rather than the rule; in other
words, it is rare to find published articles that combine TA and SA.

To sum up, in the literature we observe the lack of papers using GP algo-
rithms with SA features for the means of algorithmic trading, as well as, a lack
of studies combining these features with TA indicators. Furthermore, the lack
of research in the combination of these two features in other machine learning
algorithms, is, also, noticeable, although they have been widely used individually.

3 Methodology

This section is divided into three main parts: Section 3.1 holds the methodology
for obtaining the TA and SA indicators, Section 3.2 for the GP methodology,
Section 3.3 for the trading algorithm that uses the GP recommendations.

3.1 Financial Analysis Processes

Technical Analysis In order to be able to achieve good trading results, it is
essential to analyse the indicators derived from TA that assist with recognizing
the patterns. TA can be used in many ways and the features showcase the con-
dition of a company and of the financial market as a whole. Studying previous
works on TA, we chose features that have been used in the past by researchers
and technical analysts. We downloaded the historical prices of the companies via
Yahoo! Finance. We use the prices showcased at the Adjusted Close, Close, High
and Low columns available on the datasets. We used this information to create
6 indicators in 2 different chronological periods, namely 5 and 10 days. These
features are Moving Average, the Momentum, the Rate of Change (ROC), the
Volatility, the Williams’ %R and the Midprice, adding up to 12 features. Below,
we introduce the mathematical equations of the indicators.

From Equation (1-6), let n € {5, 10} be the size of the lookup window. Price;
is the adjusted closing price at the ¢ day of this window, with the convention
that Price, is the most recent price, Price; is the first price and, Priceq is
the last price of the previous set of prices, needed to find the price change for
Volatility. Moreover, we denote as Close, the most recent closing price, and by
Highesty, and Lowest;, the highest high and the lowest low price over all days
in the lookup window. Lastly, Var is the sample variance over a dataset.
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Moving Average assists with noise elimination and trend identification. Mo-
mentum and ROC, indicate the difference between the most recent price and the
price n days ago, with ROC normalizing the price. Continuing, Volatility com-
putes the past performance of the stock and it is a measure of the dispersion of
returns of the n days period. Williams’ R calculates the overbought and oversold
levels and Midprice shows the midpoint value from two different input fields.

Sentiment Analysis SA is the method of obtaining useful information from
news and it is common for researchers to classify their data as positive, negative
and neutral. Due to the lack of already classified financial news, we needed to
download the articles via a scraper, which was made using the Google Search
Console API available in Python. We extracted information from the first to
the twentieth page of Google search engine results, searching for each company’s
name. We discarded the articles where we could not find the name of the company
and its stock market name inside the text, we shortlisted them based on their
length, keeping those with more than 500 characters and we saved them in an
ascending order, from the oldest to the most recent artcile.

To assign sentiment to the articles, we used popular specialised SA pro-
grams, as used in the relevant literature, i.e., TextBlob [14], SentiWordNet [1]
and AFINN sentiment [17]. As a Python library, TextBlob is offering an API
supporting with computing the polarity and subjectivity of the texts. SentiWord-
Net 3.0 is an enhanced lexical resource, and it includes a list of words classified
as positive, negative, or neutral. We use the weighted average of the classified
words and assign an overall percentage of the sentiment for the text. AFINN
sentiment is a popular lexicon for SA developed by Finn Arup Nielsen, using
more than 3300 words with a polarity score associated with each word. In the
paper, we use these three programs on the full texts of the articles, their titles
and their summaries, producing 12 SA features, available in Table 1.

After acquiring the sentiment of the articles, we took more factors into con-
sideration to ensure we use the features as efficiently as possible when we run
the GP. Some important tasks are to use the average sentiment value of the
features for the articles with the same date, since more than one article will
appear for some dates. Furthermore, since the stock market is not open on the
weekends, but we still get articles at that time, we included the sentiment from
the weekend days to that of Fridays; expecting the sentiment of these days to
effect the stock price of Monday. Lastly, for the dates that we did not manage to



download any articles for, thus the dates that have no sentiment, but still have
a stock price assigned to them, we kept the dates in the dataset and assigned 0
to its sentiment; indicating neutrality and/or no movement. This decision was
made so we do not have any break points in between dates. It is worth to note,
that to ensure the effective use of the features inside the GP, we normalised all
features’ values (i.e., both TA and SA features) to be between [—1,1].

3.2 Genetic Programming

Model representation The function set consists of the following logical func-
tions: AND, OR, greater than (>) and less than (<). The terminal set includes
the indicators of both TA and SA. In addition, the terminal set includes an
Ephemeral Random Constant (ERC), which takes random values from —1 to 1,
used as a threshold value for the features. Both sets are summarised in Table 1.

Table 1. Function and Terminal sets for GP-TA, GP-SA, GP-SATA.

Function and Terminal sets
Function set AND, OR, <, >
TA (for 5 and 10 days) |Moving Average
Momentum
ROC
Williams” %R
Volatility
Midprice
ERC
SA-textBlob TEXTpol, TEXTsub
TITLEpol, TITLEsub
SUMMpol,SUMMsub

SA-SentiWordNet TEXTsenti, TITLEsenti,
SUMMsenti

SA-AFINN TEXTafinn, TITLEafinn,
SUMMafinn
ERC

We present a sample tree of GP-SATA in Part 1 of Figure 1. Every GP
individual that is being evolved is embedded into another tree, which has an If-
Then-Else (ITE) statement as its root. The first branch of the ITE statement is
the evolved GP tree (Part 1). The second and third branches of the ITE are buy
(1) and hold (0) actions. Part 2 is not evolved, since their values remain always
the same, so there was no need to include them in the GP algorithm. As we
can observe, this tree uses one SA indicator (T EXTpol) and one TA indicator
(Volatility), thus utilizing features from both techniques. It is worth noting that
the generated signals in Part 2 are always 1 and 0, thus there is no sell action.
We will discuss how a sell action is performed in Section 3.3.



Fig. 1. Example tree for GP-SATA. The root is an AND statement, uniting SA and
TA features under it in the its two branches, respectively.

Fitness Function and Metrics The GP algorithm is trained by maximising
the the Sharpe ratio, which is the fitness function. The metric was chosen as it
is used to identify the risk-adjusted return of investments. In Equation (7), we
define the Sharpe ratio as:

E(Return) — Risky ™
Risk ’
Risky denotes the risk free rate. E(Return) is the sample mean return, where
return is defined in Equation 8:

SharpeRatio =

(8)

The returns from each trade is based on the price we bought the stock,
Pricey, and the price we sold the stock, Prices. Discussion on when a sell action
is performed will take place in Section 3.3. The returns of all the formed trades
in a dataset are reserved as a list, and at the end, we compute the sample mean
of the returns, finding the rate of return. Risk, is defined in Equation (9), as the
standard deviation of the returns list, where Var denotes the sample variance:

Prices, — Price
Return = {Sb}

Pricey

Risk = y/Var(Return) 9)

Following, in Equation (10), we present the equation for cumulative returns
as the sum value of the returns’ list. All of the Equations (7-10) show the metrics
we save as results during the GP runs and we base our analysis on.



C = Y (Return) (10)

Genetic Programming Operators For evolving the trees, we used point
mutation and subtree crossover. The crossover ratio is symbolised as p and the
mutation probability as 1 —p. As seen in [19], is a common scheme used by many
researchers. We also use elitism to ensure that the best individual of a generation
is copied to the next generation. Moreover, all GP algorithms are programmed
to prefer the trees with the best results, as well as, the tress with the least depth;
to ensure that they will be easy to interpret.

3.3 Trading Algorithm

As explained in Section 3.2, the second branch of the If-Then-Else tree always
returns 1, denoting a buy action, and the third branch always returns 0, denoting
a hold action. When the GP tree returns 1, we buy one amount of stock that later
GP sells considering the price increase r% within n days. If the price increase
within n days is greater than r% we sell on that day, otherwise we sell the stock
on the n* day. This is always considered after a buy action has taken place.
We record the rate of return (Equation 8) of each trade into a list, from which
we then calculate the Sharpe ratio and risk (Equations 7 and 9). Additionally, we
calculate the cumulative return (Equation 10). These metrics allow us to evaluate
the performance of the trading algorithm, and their results are presented and
discussed in detail in Section 5. The transaction cost for each trade is 0.025%.

4 Experimental Setup

4.1 Data

In our research, we used datasets from 60 different companies, including news
articles and historical prices. The dates are from a total of 5 years, the 1st of
January 2015 to 31st of January 2020 and the companies were chosen based
on their popularity. For TA, we downloaded the daily closing price data from
Yahoo! Finance and for SA the data was articles downloaded by a scraper. After
we gathered all the data, we generated the 12 TA indicators and the 12 SA
indicators, as already discussed in Section 3.

4.2 Benchmarks

The proposed GP-SATA is benchmarked against two other GP algorithms, one
that only uses TA features (GP-TA), and one that only uses SA features (GP-
SA). Both benchmarks follow the same representation, fitness function, and op-
erators as GP-SATA. Essentially, the only difference amongst the algorithms is
their terminal sets, as GP-SATA combines the terminal sets of SA and TA, while
GP-TA includes only TA features and GP-SA only SA indicators. The rationale



behind this comparison is to investigate if there are added benefits in introducing
the combined feature set to the GP and whether GP-SATA will have difficulty
handling its diverse search space. We, also, compare the GP performance against
a common financial benchmark, namely, the Buy and Hold (BnH) technique. In
BnH, investors buy the stock at the beginning of the period they are interested
in and they sell it at the end, forming one trade only across the whole dataset.

4.3 Parameter Tuning

We performed the parameter tuning in two steps. Firstly, we performed a grid
search using the validation set to find the GP parameters. Namely, the popula-
tion size, crossover probability (p), number of generations, tournament size and
maximum depth of the trees; while keeping the trading strategy parameters n
and r constant. For all algorithms no parameter combination was statistically
different than another and we chose to keep the same parameters for all in order
to be able to compare them with one another. Thus, we concluded with the GP
parameters ! of Table 2 that performed well in the validation sets of the models.

Table 2. GP Parameters for GP-TA, GP-SA, GP-SATA.

GP Parameters
Population size 1000
Crossover probability|0.99
Mutation probability|0.01
Generations 50
Tournament size 4
Maximum tree depth|6

Once the first step was complete, we moved to the second step, which was
tuning the trading parameters n and r. We chose to have tailored values for
these two parameters for each company, enabling better trading performance.

5 Results and Analysis

5.1 Summary Statistics

For each company we applied the three GP algorithms for 50 independent runs
on the training set. The resulting trading strategies were then run on the test
set on which we evaluated the performance of the GPs. We found the averages,
the standard deviation, the maximum and minimum values of these results of
Sharpe ratio, rate of return, cumulative return and risk of each enterprise; as

! The mutation probability is 1-p, thus it was not necessary to include it in the pa-
rameter tuning process.



shown in Table 3. The metrics are calculated on results with non-zero values,
meaning we did not include the runs with no trades. This is because we have
observed that in certain cases, the GP would decide to not take any trading
action throughout the test set, as this would otherwise have resulted in a loss.
However, when there is one trade in a run, we do get values for the metrics, but
not for risk, which cannot be computed with only one trade. Few companies do
showcase these results, thus, for all algorithms, the minimum value of risk is 0.

Furthermore, we perform a two-sample Kolmogorov-Smirnov (KS) test on all
of the 50 runs of the individual algorithms for all 60 companies, excluding the
values of 0, again. We chose the KS-test due to its sensitivity to differences of
two samples. Since we perform multiple comparisons (GP-SATA vs GP-TA and
GP-SATA vs GP-SA), we apply the Bonferroni Correction. Thus, the p-value for
a 5% significance level is equal to @ = 0‘55 = 0.00625. The denominator is the
number of the multiple comparisons taking place. The null hypothesis is that the
two distributions that we compare come from the same continuous distribution.

Table 3. Metric results for GP-TA, GP-SA, GP-SATA.

Metric Algorithm|Mean StDev Max Min
Sharpe GP-TA 3.363717 |8.96 59.086 -5.12
GP-SA 1.018225 |13.81 14.895 -101.74
GP-SATA |8.02535 |47.41 315.84 -4.0682
Rate of return |GP-TA 0.01015 0.021 0.0797 -0.0375
GP-SA 0.00813 0.0187 0.0499 -0.053
GP-SATA |0.0123 0.029 0.104 -0.049
CumulativeRet| GP-TA 0.034964 |0.2252 0.5076 -1.19
GP-SA 0.0219 0.047 0.14 -0.147
GP-SATA |0.05614 |0.594 3.13 -0.47
Risk GP-TA 0.0218 0.0178 0.092 0
GP-SA 0.03123 0.024 0.0986 0
GP-SATA (0.02614 0.52 2.922 0

Starting with the Sharpe ratio results in Table 3, GP-SATA performs higher
than GP-TA and GP-SA. The KS-test of GP-SATA to GP-TA is 3.50E-08, while
GP-SATA to GP-SA is 4.33E-15. The differences in mean Sharpe ratio presented
in Table 3 are thus statistically significant and GP-SATA statistically outper-
forms GP-TA and GP-SA. Moreover, the best standard deviation, maximum and
minimum values, belong to GP-SATA. The high standard deviation of GP-SATA,
which indicates outliers. However, we, also, also performed a KS-test excluding
the outliers from the distributions, and the tests still showed strong statistical
significance, hence confirming the statistical difference of the distributions.

For rate of return, GP-SATA performs higher than GP-TA and GP-SA. What
is also interesting is that GP-SATA’s rate of return is approximately equal to the
sum of the rate of return of both GP-TA and GP-SA. This clearly demonstrates



the added value of the combination of features, where essentially both TA and
SA’s returns have been added up together to form SATA’s returns. The KS-tests
showed a statistically significant difference in the distributions of GP-SATA and
GP-TA (p-value was 0.00066), while there was no statistical difference between
GP-SATA and GP-SA (p-value 0.08926). In addition, the standard deviations
among the three algorithms are all around 0.02-0.03, while GP-SATA has the
highest maximum value of rate of return and GP-TA the lowest minimum value.

When looking at the average cumulative returns of the 60 companies, GP-
SATA again outperforms GP-TA and GP-SA. We also again observe that GP-
SATA’s cumulative returns are approximately equal the sum of the cumulative
returns of both GP-TA and GP-SA. The KS-test p-value for GP-SATA with GP-
TA is 0.002016 and for GP-SA is 5.09E-11, confirming that GP-SATA statisti-
cally outperforms GP-TA and GP-SA. Moreover, GP-SATA continues having the
highest standard deviation among the algorithms, but also the best (maximum)
value; while GP-SA shows the lowest minimum value in the results.

For risk, the lowest values is that of GP-TA, followed by GP-SATA and GP-
SA. However, it should be noted that the risk values of GP-SATA and GP-TA are
relatively close (0.02614 and 0.0218, respectively); a KS-test between these two
distributions confirms that there are no statistical differences (p-value=0.35023).
On the other hand, GP-SATA outperforms statistically GP-SA at risk, with the
KS-test p-value being 0.00024. Lastly, GP-SATA has again the highest standard
deviation, while the best maximum value is that of GP-TA (lowest value). With
regards to the minimum values, risk is 0 for all algorithms, which as we explained
at the beginning of this section is because all algorithms have some cases with
a single trade, where the standard deviation of risk cannot be calculated.

5.2 GP-SATA compared to Buy and Hold Method

Since the companies we have used come from a predominately bull market, the
buy and hold (BnH) method performs extremely well, as the last price where
the selling action is performed is significantly higher than the initial price where
the buy action took place. In addition, because GP-SATA uses the Sharpe ratio
as the fitness function, instead of the cumulative return, it is disadvantaged in
this particular comparison and is thus outperformed by BnH.

To enable a fairer comparison, we re-run GP-SATA with cumulative return as
the fitness function. In this scenario, the mean results are still in favour of BnH,
with an average performance of 1.26 vs 0.88 of GP-SATA. However, given that
we observed several extreme values in the BnH distribution, we also looked at the
median values. In this case, BnH has median cumulative returns of 0.62, while
GP-SATA has a higher value of 1.084. We also performed the non-parametric
Friedman test, which returned an average rank of 1.33 for GP-SATA and 1.66 for
BnH, meaning GP-SATA ranked higher than BnH. The p-value of the test was
0.0098, confirming that GP-SATA’s better rank statistically outperforms BnH.



5.3 Computational Times

Since all GPs follow the same structure, their computational times are very
similar. A single run for GP-TA was on average 1.39 minutes, while GP-SA
lasted 1.49. As GP-SATA used more features than the other two algorithms,
it lasted slightly longer, around 2 minutes. The differences are small, and all
algorithms run relatively fast. Besides, computational times can be further cut
down by parallelisation, as it has been previously demonstrated in [4], where
speed ups by 21 times were achieved.

6 Conclusion

To conclude, this paper presented a novel GP that combined features from both
TA and SA; allowing for new trading strategies to be created, considering his-
torical patterns and the current market sentiment for a given stock. Results on
60 datasets showed that the proposed GP-SATA was able to statistically outper-
form GP-TA and GP-SA in terms of Sharpe ratio and cumulative returns and
it was very competitive in terms of rate of return and risk and was never out-
performed by the other GP algorithms. What we found interesting was that for
rate of return and cumulative returns, GP-SATA’s results were approximately
the sum of of the GP-TA and GP-SA performances. Thus, we can assume that
the proposed algorithm was fully taking advantage of the benefits of each tech-
nique, and combining them under its novel framework. Lastly, GP-SATA was also
able to statistically outperform buy and hold. The results are very encouraging
and show the potential of GP algorithms that combine heterogeneous features.
Future work will focus on marking further improvements in the GP-SATA.
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